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Motivation: Dense Subgraph Detection
•Ubiquitous applications  

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Densest subgraph
[Charikar M.’00]

Contrast dense subgraph
[Wong S. W e al’18]

Fraud detection 
[B. Hooi et al’18]

Community detection
[Miyauchi A. et al’18]

News hot topics discovery
[LY,  Chu et al’12]

unified formalization   
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Motivation: Densest Subgraph Detection
•Polynomial-time methods

◦ Exact solution: maximum flows based algo.
§ 𝑂( 𝑈 ! + 𝑈 	⋅ |𝐸|)

◦ Approx. solution: Greedy Peeling algo. ( ⁄! "-optimal)
§ 𝑂 𝐸 ⋅ log 𝑈

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Max-flow exact DS
[Goldberg’84]

Greedy approx. DS
[Charikar,M.’00]

faster algorithm  
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OVERVIEW-METHOD
• GENDS: a unified problem framework

SpecGreedy: Unified Dense Subgraph Detection

Charikar
[Charikar M.’00]

Fraudar
[B. Hooi et al’18]

SparseCutDS
[Miyauchi A. et al’18]

TempDS
[Wong S. W e al’18]

Risk-averse DS
[C. E. Tsourakakis et al’19]

MinQuotientCut
[Chung RK. Fan’96]
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OVERVIEW-METHOD
• SPECGREEDY: a unified detection algorithm

SpecGreedy: Unified Dense Subgraph Detection

Graph spectral + Greedy approximation

Linearly scalable with the graph size
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OVERVIEW-PERFORMANCE

SpecGreedy: Unified Dense Subgraph Detection

SPECGREEDY is faster than Greedy algo.



7/29

OVERVIEW-PERFORMANCE

SpecGreedy: Unified Dense Subgraph Detection

Brain network and Disease

Neurology & Medicine

Physics

SPECGREEDY is effective, e.g. contrast dense subgraphs
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OVERVIEW-PERFORMANCE

SpecGreedy: Unified Dense Subgraph Detection

SPECGREEDY is scalable
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Road Map
• Introduction
•Proposed Method:

◦ Unified Formulation: GENDS << 
◦ Algorithm: SPECGREEDY

•Experiments
•Conclusion

SpecGreedy: Unified Dense Subgraph Detection
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GENDS: Unified Formulation
• GENDS: Generalized Dense Subgraph detection
•Given: 

◦ 𝓖 = (𝑈, 𝐸) and its contrast 𝓖" = 𝑈, 𝐸"

◦ matrices 𝐏 = 𝐀 + 𝟐𝐃𝐜, 𝐐 = 𝐀$ + 𝜸𝐈 related to	𝒢 and 𝒢$resp.

• Find
◦ the optimal subset 𝑺∗ ⊆ 𝑈,

SpecGreedy: Unified Dense Subgraph Detection

𝒄𝒊: node weight 

Introduction Experiments ConclusionProposed Method

𝒙 is the indicator vector for the node subset
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• GENDS and some related instantiation problems

Problems Correspondence

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Graph at time t-1,Graph at time t
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Theoretical Analysis
• 1. Graph spectral and Optimality

◦ Generalized Rayleigh ratio (quadratic optimization) 
§ Positive residual graph 𝓖𝒓: 𝑨𝒓 = 𝑷 − 𝑸 $

§ 𝑅 𝑨𝒓, 𝒙 = 𝒙𝑻𝐀"'
𝒙𝑻𝒙

,    𝒙 ∈ ℝ( , 𝒙 ≠ 𝟎

◦ Rayleigh-Ritz Theorem (real space) 
§ 𝑨𝒓 = 𝑼𝚲𝑼𝑻, 𝚲 = 𝑑𝑖𝑎𝑔 𝜆*, ⋯ 𝜆(

§ 	

◦ 𝑨𝒓 = 𝑼𝚺𝑽𝑻, 𝚺 = 𝑑𝑖𝑎𝑔 𝜎#, … , 𝜎$  

  𝜎* ≥ ⋯ ≥ 𝜎+ ≥ 0

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

𝑨𝒓
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m …
⋱ …

m

nk



13/29

Theoretical Analysis (cont.)
• 2. Properties of real-world large graphs

◦ Sparse connection
◦ Skew distributions (e.g., power-law)
§ degree, eigen/singular value, network values, |bipartite core| etc.

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Singular values and score of singular vector elem. distribution of soc-twitter network
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Theoretical Analysis: Optimal Solution
• GENDS solution for 𝓖𝒓

◦  

◦ The optimal density of subgraph of 𝑆∗: 

◦ Important parts:
§ top singular values
§ top-ranked elements in singular vectors

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

𝝆𝒐𝒑𝒕 ≤ 𝝈𝟏



15/29

Road Map
• Introduction
•Proposed Method:

◦ Unified Formulation: GENDS
◦ Algorithm: SPECGREEDY << 

•Experiments
•Conclusion

SpecGreedy: Unified Dense Subgraph Detection
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Approximate Optimal Solution

• Approximation solution 𝑆,∗:
◦ 𝑔,: subgraph for 𝑆" of the trunc. 𝑡-th top singular vectors (𝑢", 𝑣")  
◦ 𝑔,∗: the densest subgraph of 𝑔,  with Greedy algo.
◦ Density of 𝑔,∗: 𝝆𝒕∗ ≼ 𝜎,

• 𝑆/0,∗  approx. optimal solution for 𝓖𝒓: 

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

𝜎* > ⋯ > 𝝆𝒐𝒑𝒕∗ ≽ 𝜎3 ≥ ⋯

𝒖𝒕

𝒗𝒕

𝝈𝒕

𝑺𝒕∗

Greedy 
algo.

Top-ranked 
elements

𝝈𝒍

current 
max

current 
max

maximum
𝝆𝒐𝒑𝒕∗
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SPECGREEDY: Unified Detection Algorithm
•Graph spectral + Greedy peeling approx.
•Main steps:  (𝑘: parameter for SVD approx.)

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

• S0: construct positive residual graph 𝓖𝒓
• S1: 𝑨𝒓 SVD (top-𝑘 low-rank approx.)
• Repeat:

§ S2-1: Construct candidate 𝑺𝒕 for truncated (𝒖, , 𝒗,)
§ S2-2: 𝑺𝒕∗: densest subgraph with greedy detection for 𝑆,
§ S2-3: Update current optimal density 𝝆𝒐𝒑𝒕∗  with 𝑆,∗ if needed

• Until 𝝆𝒐𝒑𝒕∗ > 𝝈𝒕$𝟏 or 𝑡	 < 	𝑘
• Return 𝓖𝒓(𝑆/0,∗ )

S2
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Road Map
• Introduction
•Proposed Method:

◦ Unified Formulation: GENDS
◦ Algorithm: SPECGREEDY

•Experiments << 
•Conclusion

SpecGreedy: Unified Dense Subgraph Detection
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Experiments on 40 networks
•Baselines:

◦ Greedy (Charikar)
◦ SpokEn (SVD)

•Parameter: 𝑘 = 10 for SPECGREEDY

•Datasets:
◦ 40 real-world networks from 5 public dataset repos.
◦ Stanford SNAP, Network Repository, AMiner scholar, 

ASU’ social computing, KONECT Network Collection

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method
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Exp1. Quality-Speed Test
• The density of the detected densest subgraph

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

𝟕𝟕
× denser 

than SpokEn

𝟏. 𝟐
𝟔×

 denser 

than Greedy
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Exp1. Quality-Speed Test (cont.)

SpecGreedy: Unified Dense Subgraph Detection

• The speed-up for detecting the densest subgraph
◦ SpecGreedy vs. Greedy 

Introduction Experiments ConclusionProposed Method

𝟏. 𝟓 − 𝟓𝟖. 𝟔× faster
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Exp2. Parameter Test
•Optimal graph spectral for the densest subgraph

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Algo. Parameter:
𝑘 = 10 

𝜌

Few top-k singular vectors 

for most networks 
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Exp3. Effectiveness Test
•Contrast dense subgraphs in dynamic graph

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Brain network and Disease

Neurology & Medicine

Physics

2017 yr, 300+ co-authors
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Exp4. Scalability Test
• Time complexity: 𝑂 𝐾 ⋅ 𝐸 + 𝐾 ⋅ 𝐸 7𝑆 log 7𝑆

!

• Linear scalable with the size of the graph 

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

& 4𝑆: max-size candidate 𝑆", 4𝑆 ≪ |𝑆| 
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Experiments

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Faster: detects the high-quality the densest 
subgraphs faster than the Greedy algo.
Effective: detects the contrast dense subgraph 
pattern in scholar co-authorship 
Scalable: runs linearly w.r.t graph size

0

Properties of SPECGREEDY:
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Road Map
• Introduction
•Proposed Method:

◦ Unified Formulation: GENDS
◦ Algorithm: SPECGREEDY

•Experiments
•Conclusion <<

SpecGreedy: Unified Dense Subgraph Detection
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Summary
• SPECGREEDY: Unified Dense Subgraph Detection 

SpecGreedy: Unified Dense Subgraph Detection

Introduction Experiments ConclusionProposed Method

Unified formulation (GenDS)

Faster Effective Scalable

Graph spectral guaranty
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